


Let’s Ride the Elephant Today, and 

Tame it Tomorrow ☺

� Why?? – You will ask….why Elephant Today, I m good in my own Car?

� Safari with this Elephant – A brief introduction of Hadoop Ecosystem



� Information that can’t be processed or analyzed using traditional 
tools or processes.

� Growth of Unstructured information
� Unstructured information is growing 15x faster than structured info 

Coming at speed of monster� Coming at speed of monster
� 90% of the data in the world today has been created in the last two years alone 

� CPUs power is growing
� CPUs are growing so fast that a commodity server today is close to the power of a supercomputer 5 

years ago 

� Storage costs going down
� Storage costs on spinning disks is approaching free: 

� 1981: $700 / MB 2001: $0.01 / MB 1995: $10 / MB 2011: 0.002c / MB (so 2 cents per GB) 



� Volume – Amount of data growing from GBs to PBs 

� Eg. Twitter turns 12 TB of tweets a day into improved product sentiment analysis

▪ So, you are saying, we need Some Big Storage – Distributed

� Velocity – Speed of data in/out� Velocity – Speed of data in/out

� Banks analyze nearly 5 million transactions a day to analyze fraud

▪ That means, your data will keep on growing – Scalable

� Variety – Range of data types and sources

� Eg. Social, phone sensors, documents, email, video, still images…..

▪ And for this you need Flexible storage



� But we already have good Distributed Storage systems– Go and use them

� Let’s take a look– Issues with current SAN

� Moving data to code – n/w bandwidth is bottleneck

So let’s try Moving code to data

� No Ferrari

� Moving code to data – Easier said than done -- --- Why not done earlier –

Data nodes not have much computing capacity

� Let’s not increase the cost – Try to use Commodity servers

� When we talk about commodity servers – Fault Tolerance



� What we are planning to do with such huge amount of data?

� Storing – certainly not

� We need processing – what type

▪ Realtime or Batch  � Batch Processing

� What problem u have with my favorite RDBMS --

� Have fix schema

� You loose lots of important info which doesn’t fits in schema

� Expansion of schema is not easy

� Growing amount of unstructured data which doesn’t fit there

� Let’s rid away from fix schema – Flexible storage format – Raw form



� Big Storage – Distributed

� Scalable

� Flexible storage

� Moving code to data

� Commodity servers

� Fault Tolerance

Batch Processing� Batch Processing

This is what HADOOP is ☺☺☺☺

But probably u want formal definition as well, Here u go -

� Apache Hadoop is an open-source, reliable, scalable, cost-effective, flexible 

distributed file system solution to store millions of large files meant for batch 

processing (large streaming reads/writes).



� Take example of Google – motivation for Hadoop

� Just “Google it”

� How Google is managing such huge amount of data

� U enter and results r thr – if they r searched realtime – NO

� Then How – Batch runs and they r indexed

Something more closer to you…..

� Facebook

� Yahoo

� How NSA managing to monitor ???

� new $2 billion facility in Utah is estimated to store 100 years worth of the worlds’ 

electronic communication 







So much of mouthful words for Hadoop, so should I stop using my 

MySQL, Oracle etc…

� When Hadoop is not for you (changing now)—

� Low latency Access

� Schema of data to be stored can be easily defined

� Small files

� It’s not intended to replace RDBMS







� Hadoop Distributed File System

� NameNode -- Master
� Bookkeeper of HDFS

� Metadata kept in memory for fast access

� RAID � RAID 

� DataNode -- Slave
� Grunt work of HDFS

� R+W HDFS blocks to local FS

� Direclty communicate with Client

� Replication

� JBOD 





� Column Oriented database on HDFS

� Use for random realtime r/w access to data

� Can Handle billion of rows and millions of columns� Can Handle billion of rows and millions of columns

� Based on Google’s Big Table

� Tables can be input/output for MapReduce jobs

� Drives Facebook new messaging platform
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